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MODIFIED DIFFERENTIAL TRANSFORMATION METHOD FOR
SOLVING CLASSES OF NON-LINEAR DIFFERENTIAL EQUATIONS

S. ALAHMAD!, N. R. ANAKIRA?, M. MAMAT!, I. SULAIMAN!, R. ALAHMAD3, §

ABSTRACT. In this research article, a numerical scheme namely modified differential
transformation method (MDTM) is employed successfully to obtain accurate approx-
imate solutions for classes of nonlinear differential equations. This scheme based on
differential transform method (DTM), Laplace transform and Padé approximants. Va-
lidity and efficiency of MDTM are tested upon several examples and comparisons.are
made to demonstrate that. The results lead to conclude that the MDTM is effective,
explicit and easy to use.

Keywords: Boundary value problems, Differential transform method, Laplace transform,
Padé approximants.
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1. INTRODUCTION

Nonlinear differential equations play an important role in many of fields of applied sci-
ence and engineering due to it’s wide applications in mechanical systems, fluid dynamics
and simulation of electrical networks [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Most of these appli-
cations are modeled by differential equations especially the nonlinear one which means
the equations are difficult to solve either numerically or analytically. Thus, finding ex-
act or approximate solutions for these models are great interesting and very important.
Several numerical or approximated methods has been employed to find exact or accurate
approximate solutions, for instance, a class of high-order nonlinear differential equations
has been solved using a collocation method based on Bessel functions of the first kind
[10]. Moreover, Nonlinear differential equations have been solved using the Taylor matrix
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method [11], the closed-form method [12], Modified Legendre operational matrix method
[13], Optimal homotopy asymptotic method [14], the subdomain finite element method
[15], predictor optimal homotopy asymptotic method [16], variational iteration method
[17], the homotopy perturbation method [18], multistage optimal homotopy asymptotic
method (MOHAM) [19].

The most important challenge faces the researchers is to search and find a better and
more effective method which gives the exact solution or accurate approximate solution to
the nonlinear models. One of the well-known techniques is the DTM which is one of the
top ten techniques for solving linear and nonlinear problems proposed by Zhou [20]. The
idea of DTM is based on the concept of Taylor series [21, 22, 23], and the solution is usually
in a series form. Unfortunately, DTM has some drawbacks or difficulties especially in large
time span or region and it gives at most a good approximation which is closed to exact
one in small region [24]. Therefore, it is necessary to develop and improve some nonlinear
analytical approximations valid for large parameters. So that to improve the accuracy
of DTM, we construct alternative scheme which modifies the series solution for classes of
boundary value problems starting the process by applying Laplace transformation to the
truncated series obtained by DTM, then convert the transformed series into a meromorphic
function by Padé approximants, and finally applying the inverse Laplace transform to
obtain highly accurate results or exact solutions for differential equations.

The structure of this paper has been formulated in 4-Sections; In Section 2 basic defini-
tions of differential transform method, operational properties of the differential transfor-
mation and Padé approximants are presented. Numerical examples have been presented
in Section 3 to illustrate the effectiveness of the proposed scheme. While, the conclusion
and discussion are included in last section.

2. PRELIMINARIES

This section presents some basic ideas and concepts of differential transform method
and Padé approximants.

2.1. Differential Transform Method.

Definition 2.1. [25]
If a function f(zx) is analytical with respect to x in the domain of interest, then

(F) (2
Fk) = fk('“) (1)

The inverse differential transform of F(k) is defined as:

o0

flx) =7 F(k)(@ —zo)". (2)

k=0
For more information about the basic operations of DTM, see [25]

Theorem 2.1. [5]
If f(y)=y™, then
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Theorem 2.2. [5]
If f (y) =e®, then

(L an(O)’ k=0
( )_{ aYFol Y (r+1) F (k—1-r), k>1

Theorem 2.3. [5]
If f (y) =sin(ay) and g (y) =cos(ay) , then

and

cos (@Y (0)), k=0
CCR IS YR Sk

Using the differential transform, a differential equation in the domain of interest can be
transformed into an algebraic equation in the K-domain and f (¢) can be obtained by the
finite-term Taylor series expansion plus a remainder,as

ZF = t“ Ry (t). (3)

The series solution (3) converges rap1dly only in a small region; in the wide region, they
may have very slow convergence rates, and then their truncations yield inaccurate results.
In the MDTM, we apply a Laplace transform to the series obtained by DTM, then convert
the transformed series into a meromorphic function by forming its Padé approximants,
and then invert the approximant to obtain an analytic solution, which may be periodic
or a better approximation solution than the DTM truncated series solution. For further
reference on DTM see [25, 26, 27, 28, 29].

2.2. Padé Approximation. Padé approximant is the ratio of two polynomials con-
structed from the coefficients of the Taylor series expansion of a function y(x).
The [L/M] Padé approximants to a function y(z) are given by

[L] - gfﬁ)

M

where Pp(x) is a polynomial of degree at most L and Qs () is a polynomial of degree at
most M. The formal power series

oo
= E aixlv
=1

Prp(z) L+M+1
() = gEL 0 (o), 0
determine the coefficients of Pr(x) and Qp(x) by the equation. Since we can clearly
multiply the numerator and denominator by a constant and leave [L/M] unchanged, then
we impose the normalization condition

Qu (0) = 1. (5)

Finally, we require that Pr(z) and Qp(x) have no common factors. If we write the
coefficient of Pr(x) and Qp(z) as

Pr(z) =po+p1z +pox® + -+ + prak (6)
M (%) =@+ qz+ @2® + -+ qua™




110 TWMS J. APP. AND ENG. MATH. V.12, N.1, 2022

then, by (5) and (6), we may multiply (4) by Qas(z), which linearizes the coefficient
equations. We can write out (4) in more detail as

ar+1+arqi+ - +ar—ym+19m =0
ar+2 +ar+191 + -+ ar—p+42qm =0

(| Gr+m +arym—1qi+ - +argu =0

ag = Po
ap + aoq1 = p1
a2 + a1q1 + apgq2 = p2

ar +ar—1q1 + -+ aoqrL = pL

To solve these equations, we start with (7), which is a set of linear equations for all the
unknown ¢’s. Once the ¢'s are known, then (8) gives an explicit formula for the unknown
p’s, which complete the solution.

If (8) and (7) are non-singular, then we can solve them directly and obtain (9) [30], where
(9) holds, and if the lower index on a sum exceeds the upper, the sum is replaced by zero:

ar—M+1 ar,—M+2 ar+1
det
ar ar+1 ar+M
L i L i L j
|:L:| B i Zj:M aj_M:L'j Zj:Mfl aj_MHxJ ijO ajacJ i (9)
M ar-M+1  QL-M+42 .- GL11
det
ary, ar+1 e A4 M
aM M- 1

To obtain diagonal Padé approximants of different order such as [2 /2], [4/4] or [6/6]
we can use the symbolic calculation software, such as matlab, mathematica and maple.
3. NUMERICAL RESULTS

In this section, several test examples have been illustrated to demonstrate our procedure.

3.1. Example 1. Consider the following quadratic Riccati differential equation taken
from Aminikhah [19].

!

y (t) = el — et + 262ty(t) — etyz(t), 0<t<1, (10)

y(0) =1, (11)
The exact solution of above equation is

y(t) = .
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To solve this problem, we apply the differential transform for both sides of (10), which
gives

k
1 1
(k+ 1Y (k+1) = QE:U k— i) EO:m‘Gk m) (12)
So,
1 1 o1

Where G(k) is the differential transform of g(y) =y
By Theorem 2.1, the differential transform G(k) in Eq.(13)

G(0) = (Y(0))* =1. (14)
b3k
G(k) = Z( - )Y(T)G(k: ), k> 1 (15)
r=1

Based on Eq.(1) of definition (2.1), the initial condition given by Eq.(11) will be Y/ (0) = 1,
substituting Eq.(14) in Eq.(13), we get Y (1) =

Consequently,
Y(2) = 3,Y3) = §,Y(A) = 31,Y(5) = 135, Y(6) = =25,Y(7) = 5545, and using the
inverse transformation rule (2), the approximate solution of Eq.(10) will be
o0 2 3 4 5 6 7
t t t t t t
= Y =1+t - 16
Z (k) Tty Jr6+24+12O+720+5040jL (16)

And this in the limit of infinitely many terms, yields the exact solution of Eq.(10).
In order to prove the efficiency of the MDTM, and using just the first four terms from the
DTM series solution (16), we implement the MDTM as follows:
Applying the Laplace transform to the first four terms from the DTM series solution (16),
yields

1 1 1 1

For simplicity, let s = %; then

Ly®))=z+224+28+20+. ..

AR

Recalling z = %, we obtain [%] in terms of s

The Padé approximants [%]gives

By using the inverse Laplace transform to the [2/2] Padé approximate, we obtain the
modified approximate solution

y(t) = . (17)
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3.2. Example 2. In this exampe, we consider the following nonlinear problem which is
taken from Guler [11] and Mukherjee [34]

ty () +2y () +t°(t) =0, 0< ¢ <1, (18)

with initial conditions
y(0) =1,y (0) =0, (19)
where the exact solution of above equation is

3
y(t) =/ 342

Now, taking the differential transform for both sides of (18), we obtain

k

S oi-Dk+1-i)(k+2-0)Y (k+2-i)+2(k+1)Y (k+1)

=0
k

+> 6(i—1)G(k—i)=0. (20)
=0

Where G(k) is the differential transform of g(y) = y°.
The initial conditions for this problem can be transformed to the following form based on
Eq.(1) of definition (2.1)
Y(0)=1,Y(1) =0,
Based on Theorem 2.1, the differential transform G(k) in (20) is

G(0) = (Y(0))> =1, (21)
Gy =Y (6’“; k)Y(r)G(k ) k> (22)
r=1
Hence
Y(2):—é, ¥ (3)=0, Y(4):2—14, Y (5)=0, Y (6) = _é, Y(7)=0, Y (8) = % .

Using the inverse transformation rule represented by Eq.(2), the approximate solution of
Eq.(18) will be

> 2 t* 55 3548
yt)=> UktF =1—-—+ — - — + + ... (23)
k=0

6 24 432 10368

To improve the accuracy of the differential transform solution (23), we use the MDTM by
applying the Laplace transform [32] to the series solution (23), yields

1 11 1 251 1225 1
L) =~ - 12351

s 38 S 357 9

For the purpose of simplification, let s = 1: then

z
1 25 1225
Lu()=z—22342° - 27+ 259

3 3 9 +...

The Padé approximants [%] gives

{5] 5682° 4 3692° + 182

4] 675244+ 37522 418
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TABLE 1. Absolute error for Example 3.2

ti Exact MDTM Absolute Absolute Absolute
Solution  Solution Error Error [34] Error [11]

0.0 1.0000000 1.0000000 O 0 0

0.2 0.9933993 0.9933993 3.17 x 1071 1.02x 10719 7.30 x 10~ 7
0.4 0.9743547 0.9743547 3.00 x 10~% 1.01 x 1077 4.50 x 107°
0.6 0.9449112 0.9449127 1.52x107% 552x107% 4.90 x 1074
0.8 0.9078413 0.9078640 2.27 x 10~ 9.10 x 107° 2.56 x 1073
1.0 0.8660254 0.8661960 1.71 x 107* 7.76 x 107* 8.97 x 1073

1 we obtain [5/4] in terms of s

[5} 18s* + 369s% + 568

Recalling z =

4| T 1855 + 37553 + 6755

By using the inverse Laplace transform to the [5/4] Padé approximant, we obtain the
modified approximate solution

568
y(t) = 0.00106003 cos (434087877 1) + 0.15745849 cos(1A1071075 1) + .

Table 1 shows absolute error for Example 3.2 using MDTM, DTM [34] and Taylor matrix
method [11], and Fig. (1) shows the graphs of approximated and exact solution y(t) for
Example 3.2.

FIGURE 1. The plots of the approximate and exact solutions y(t) for Ex-
ample 3.2

B T
—%— Exact Solution
——MDTM

0.98 — —

09— —

3.3. Example 3. The third example considered for the following nonlinear problem taken
from Guler [11]

y(t)y (1) + ty(t) + 2 (1) + 253 (t) = te T + #2730 <t < 1, (24)

with initial condition

y(0) = 1. (25)
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The analytic solution of this problem is given by

y(t) =e".
To solve the differential Eq. (24), taking differential transform for both sides, to get

k i k
S Yk (k= k)Y (k—ki+1)+ Y d(ka = DY (k— k) + Y ¥ (ks)Y (k — ks)
k1=0 = >

k
+ Z G(ky)6(k — kg — 2)
ka=0
b k
_ (—l)k*ks <_3)k7k6
‘g;““_”@—%ﬂﬂgfw“”uwmm-@Q

From (1), the initial condition given in (25) can be transformed as
Y(0) =1, (27)

Where G(k) is the differential transform of g(y) = y°.
By Theorem 2.1, the differential transform G(k) in (26) is

G(0) = (Y(0))* =1, (28)
b —k
= — > 1.
G(k) ;;( )Y ()G =), k> 1 (29)
Therefore, substituting (27) and (28) in (29), then in (26), yields the following:
1 1 1 9
Y1)=-1,Y(2)=-,Y(3)=—=, and G(1) = =3, then Y (4) = —, and G(2) = -,
2 6 24 2
thenY (5) = _ L and G(3) = ) thenY (6) = —, and G(4) = Etl thenY (7) = L
YT T 0 ) T 720 N ~ 5040

Using the inverse transformation rule (2), we obtain an approximate solution of (24) in
the form
UL N A S 8

o
Ny =1y o v 30
y () kz_o (k) S =%t 120 T 720 m0a0 " (30)

And this in the limit of infinitely many terms, yields the exact solution of (24).

In order to prove the efficiency of the MDTM, and using just the first four terms from the
DTM series solution (30), we implement the MDTM as follows:

Applying the Laplace transform to the first four terms from the DTM series solution (30),
yields

1 1 1 1
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Recalling z = %, we obtain [%] in terms of s

2] 1
21 s+1°

. By using the inverse Laplace transform to the [2/2] Padé approximant, we obtain the
modified approximate solution

y(t) =e". (31)

3.4. Example 4. The following fourth order nonlinear differential equation taken from
[10] is considered

y (1) =2 (0)y" (1) + sin(t)y (t)y

subject to the initial conditions

"

(t) + cos(t)y(t) = sin(t)(1 — cos(t)). (32)

y(0) =0, (0) =1, (0)=0,5" (0)=—-1, 0 <t <1. (33)

To get approximate for the above problem, we apply the differential transform on both
sides, which gives

i ) (k1 + 3)Y (k1 +3)Y (ki — ka)Y (k — k1)
' k1 0 ko=
k ks
=)0 (ks 1)(ks + 2)Y (ks + 2) (ks — ka + UYUZ:;:—Z)T D gin(" 8 - k)
k3=0 ks=0 !

k: k5 7k 1wk 261 ok
—Z (25)—1-@ (*)—&—Tsm(?). (34)

Based on Eq. (1), the initial conditions (33) can be transformed into the following form
1

Therefore,

1 1
— Y(6)=0.and Y(T) = ———.
oo Y () = 0,and Y(7) = =0

By using the inverse transformation rule (2), the approximate solution of Eq.(32) be-
comes

Y(4) =0,Y(5) =

& t3 t5 t7
= YR =t — =4 — — —— 4 ... 35
Z () 6+120 5040+ (35)

And this in the limit of infinitely many terms, yields the exact solution of (32).

In order to prove the efficiency of the MDTM, and using just the first two terms from
the DTM series solution (35), we implement the MDTM as follows:
Applying the Laplace transform to the first two terms from the DTM series solution (35),
yields

For simplicity, let s = %; then
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The Padé approximants [2/2] gives

(2] 2P

2] 241
Recalling z = 1, we obtain [2/2] in terms of s

2] 1

2] s2+ 1

By using the inverse Laplace transform to the [2/2] Padé approximant, we obtain the
modified approximate solution

y(t) = sin(t).

4. CONCLUSIONS

In this research article, The MDTM was successfully employed and accurate approxi-
mate solution was obtained for classes of nonlinear differential equations. The MDTM is
very powerful and efficient scheme and this is observed and demonstrated throughout the
obtained results. The results also show that this scheme is a very promising one and can
be easily applied to other differential equations.
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