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REDUCTION OF W-TRANSITIVE AND S-TRANSITIVE
INTUITIONISTIC FUZZY MATRICES AND THEIR APPLICATIONS

R. A. PADDERY*, P. MURUGADAS?, S. A. GANAT', §

ABSTRACT. The collection of s-transitive and w-transitive intuitionistic fuzzy matrices
comprise properly the collection of the transitive intuitionistic fuzzy matrices for which
reduction models have already been proved. We have proved that basic properties of
these models also holds for s-transitive and w-transitive intuitionistic fuzzy matrices
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1. INTRODUCTION

The problems in engineering, economics, social sciences and environmental sciences,
which cannot be solved by the well known methods of traditional Mathematics, pose a
great difficulty in today’s practical world (different types of uncertainties are presented
in these problems). To handle situations like these, many tools have been recommended.
Some of them are probability theory, rough set theory [32], fuzzy set theory [1], etc,.

The traditional fuzzy set is characterized by the grade of membership value. Some times
it may be very hard to assign the membership value for fuzzy sets. In current scenario of
practical problems in belief system, information fusion, expert systems and so on, we must
consider the falsity-membership as well as the truth membership for proper description
of an object in imprecise and doubtful environment. As a result, Intuitionistic Fuzzy Set
(IFS) was introduced by Atanassov [2] and expressed it as A = {(z, pa(x),va(z)) |z € E},
where E denotes a universal set in which puq : F — [0,1] and v4 : E — [0,1] denote
membership and non-membership functions of A respectively and its sum is less than
or equal to one. In short we write the elements of IFS as (z,z) such that x + 2’ < 1.
The ideas of IFS were developed later in [3, 4, 5, 6, 7]. Mondal and Samanta [13] have
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developed the another concept of IFSs known as generalized IFSs. Bhowmik and Pal
[14] studied generalized interval-valued intuitionistic fuzzy set. In 1977, Thomoson [31]
studied the behavior of powers of Fuzzy Matrices (FMs) using max-min operation. Rageb
and Emann [8] studied adjoint of a fuzzy matrix. Hashimoto [19, 20, 21] introduced
implication operator in fuzzy matrices and derived various results. Hashimoto [20, 25]
studied the reduction of retrieval and nilpotent fuzzy matrices. Antonion. et.al [26] studied
reduction of transitive fuzzy matrices. The notion Intuitionistic Fuzzy Matrix (IFM) was
introduced by Atanssov [34]. After that Pal and Shyamal [9, 10] have given the idea
of intuitionistic fuzzy matrix and defined distance between intuitionistic fuzzy matrices.
Bhowmik and Pal [11, 12] studied properties of intuitionistic fuzzy matrices, generalized
intuitionistic fuzzy matrices and intuitionistic circulant fuzzy matrices. Pal. et.al [15]
discussed intuitionistic fuzzy matrices. In [16] intuitionistic fuzzy relational equations
has been discussed . Sriram and Murugadas [17, 18] studied semiring and sub-inverse of
intuitionistic fuzzy matrices. In [22, 23, 24] implication operators have been introduced and
defined g-inverse, decomposition and sub-inverse of intuitionistic fuzzy matrices. Several
authors [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45] have worked on IFMs and found various
interesting results, which are very helpful in handling uncertainty problems in our daily
life.

1.1. Research Gap. The reduction is an interesting problem in the theory of IFM. Us-
ing implication operators[27, 30] we have studied reduction, of rectangular intuitionistic
fuzzy matrix and nilpotent intutionistic fuzzy matrix, the intutionistic fuzzy matrix to be
reduced using max-min transitive operation. In this article we look at about the reduction
of w-transitive intuitionistic fuzzy matrices and s-transitive intuitionistic fuzzy matrices
and its applications. We also provide some illustrations, so that theoretical contents of
this paper can be understood easily.

2. BASIC DEFINITIONS

Definition 2.1. [2] An Intuitionistic Fuzzy Set (IFS) A in X (universal set) is defined
as an object of the following form A = {{z,pa(z),va(z))/x € X}, where the functions:
pa: X — (0,1 and vg : X — [0,1] define the membership function and non-membership
function of the element x € X respectively and for every x € X : 0 < pa(x) +va(z) < 1.

Definition 2.2. [28]Let X = {x1,x2,...xm} be a set of alternatives and Y = {y1,y2,...yn}
be the attribute set of each element of X. An Intuitionistic Fuzzy Matriz (IFM) is defined

by A = (((zi,y5), palxi, y;),valzi, y;))) fori = 1,2.m and j = 1,2,..n, where py :
X xY —=[0,1] and va : X x Y — [0,1] satisfy the condition 0 < pa(x;,y;) +va(zi,y;) <
1. For simplicity we denote an intuitionistic fuzzy matriz (IFM) as a matriz of pairs
A= (<aij,a§j>) of a non negative real numbers satisfying a;; + aéj <1 foralli,j. We
denote the set of all IFM of order m x n by Fmn.

Atanassov introduced operations (z, )V (y,y') = (max {x,y},min {z’,y'}) and (z, 2")A
(y,v"y = (min{z,y},maz {2',y'}). Moreover, the operation (z,x’) «— (y,y’) defined by

) — N <$7x/> if <$7$/>><yvy/>a
) = (/) {<o,1> it {r,2%) < {y,1/). W

The operation in (1) is defined only for comparable elements.
Let A = [aij, af;lmxn, B = [bij, b;lmxn, T = [tij, ti;lnxn, S = [8ij, Sijlmxm and Q =

45 qgj]nxp be IFMs. Following operations are defined as:
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A\/B:(<aij\/b a’ /\b/ )),

’L]? 1,]
AQ = [V (ak,aly, A (qr;, qkj>)]mxp (max-min composition)
k=1
AE B= [({aij, a%} (bij, b;ﬁ)]an (Component wise)

A— Q = [(<aik7 aik> - <qkj7 q;€3>)]m><p

where
e oy — T yy =) if ) >
W= ) {<07 1 it {r,2%) < {y,1/).

AT = [({tij, tig)) ~ (<tji?t;'i>)]n><n

AJT = A< (AT);

AfJ(S,T) = A& (SAT),

TT = [t tiilnxn (Transpose of T):

T =T, T =Tk £ =1,2,..;
The entries of T*, are represented by <tfj,t;];) ie; TF = [<th, t;’;ﬂnm;
TH=TvVvT3VvT3V..VT" (max-min transitive closure of T.
A < B iff (a;5,a;;) < <bl],bw> for all ij;
A < B iff for all i,j such that(b;;,b};) = (0,1), then (aj;, aj;) = (0,1);
A~ Biff A< B and B < A.

It can be easily predicted that ” &~ is an equivalence relation on all m x n IFMs. Let ,
A =~ B means that A and B have the same number of zero-entries placed correspondingly.
We say that a matrix T is reflexive iff (¢, t};) = (1,0) for all i, irreflexive iff (t;;,t};) = (0,1)
for alli, (perfectly) antisymmetric iff (;;,t;;) > (0, 1) implies < jir t;) = (0,1) for alli,j with
i # 7, nilpotent iff 7" = (0, 1) (here (0, 1) stands for the zero matrix), max-min transitive
iff 7% < T, w-transitive iff ((t;x A tgj, th, V ty;)) > (0,1): implies (t;5,t;;) > (0,1) for all
i,j.k or equivalently iff T% = T, s-transitive iff (t;, t},) > (tg;, t};) and (thjs thi) > (ks )
implies (tij,t;j) > (ti, ]Z> for any i,j,k such that i # j, j # k, i # k or equivalently iff
(AT)? < AT
It is obvious that always positive matrix T (i.e (ti;, #;;) > (0,1) for all i,j) is w-transitive.

Definition 2.3. [29] Let A and Q be m x n and n x q intuitionistic fuzzy matrices
respectively, then

A-Q= (k/\ (aik = > @i — i)
=1
where

aig  if ik > iy,
Qi — Ors — 3
ik kj {0 otherwise (3)

/ . / /
= aip o Qi < Qi
J otherwise

Theorem 2.4. [27] Let T and S be transitive IFMs. If P is an n x n nilpotent IFM such
that P < T, then

S(A//(S,P))T = SAT (4)
for any IFM A.

Corollary 2.5. [27] Let T and P be n x n w-transitive IFMs. If P is irreflexive IFM and
P <T, then
(A/P)T = AT (5)
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for any m xn IFM A.

3. REDUCTION OF AN W-TRANSITIVE AND S-TRANSITIVE INTUITIONISTIC FUZZY
MATRICES

In this section we examine the general reduction system of IFM concerning a product
of three IFM. If A isan m xn, T is an n x n and S is an m x m IFM respectively. Also we
prove some properties of reduction of nilpotent IFMs of [30] remain valid for w-transitive
intuitionistic fuzzy matrices and s-transitive intuitionistic fuzzy matrices.

Lemma 3.1. : Let T be antisymmetric IFM then T is w-transitive IFM iff T is s-transitive
IFM.

Proof. Let T be w-transitive,
then (¢, i) A <tkjvt;cj> (0,1) = (tij. t; > (0,1)
IS\Ii(I)lv(;ekE[; 175 antisymmetric (¢4, ;) > (0, 1) (tji, ;) = (0,1)
(tiks ti) > (thir th) and (tgj, ty.0) > (Lik, ).
To prove : <tij,t§j> > <tji7t;'i>
<tik>t;k> > <tkzi7t;€i> and <tkj,t;€j> <tjk,t;'k>
= (tiks i) A (trgs ) > (0,1) = (tig, t5) > (0, 1) = (ti, ;) > (0, 1)
Therefore <tij,t§j> > <tﬂ,tﬂ>
Conversely let T be s-transitive, then
(tik i) > <tkut§m> and (tkj, ty;) > (L, V) = (tigs i) > (i, ;)
To prove : (tij,t;;) > (0, 1)
Let (tik, ti) A <tkj7tkj> (0,1)
= <tikat;k> > <0, 1>, <t1€j,t§€j> > <O, 1>
= (tris ty) = (0, 1), (k. ;) = (0, 1) (because T is antisymmetric)
(tiks tig) > (this ;) and (Lig, 1) > (ks Ug) = (tijs thy) > (tjis ty)
= (tij, ti;) > (0,1) (By antisymmetric property) O
Lemma 3.2. If T is maz-min transitive IFM then T is w-transitive 1FM.

Proof. Let T> < T
= (tz‘kvtéw A <tkj7t§fj> < %ﬂfiﬁ
(tw, ) (0 1)=T is w—transitive O

Lemma 3.3. If T' = (ti;,t};) is maz-min transitive IFM then T' = (t;j,t;;) is s-transitive
IFM.

Proof. We have to show that if T is max-min transitive IFM, (t;z,tl,) > (tri,t},;) and
(tjis ty;) > (tig, tiy) then (L, ) > (trj, ty.;)

SuppOSe 1f < jk> ]k;> <tkjat;g]>

Now

{tjks tjk> {tji, t/'i> A (tik, ty) > (tij t/z'j> A (tri, t);) (given)

= (Ljk, ty,) = <tkj’t;cj> A (tjis ty) A (i tig) = (brgs thg) A (tigo i)
= (thjs ty) > (tij: b))

on the other hand ,

(tiks i) > (this Uy > (i thg) A (i, )
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Since <tk:j>t;€j> > <tij,t;j>
= (tik, tige) A (g ) > (b £;),
which contradicts the max-min transitive of T.
Hence (tjk, ;) > (tij. ;)
O

Theorem 3.4. If T antisymmetric and s-transitive IFM, implies AT w-transitive and
nilpotent IFM .

Proof. Let T be antisymmetric = AT =T.

Since T is s-transitive = T is w-transitive by Lemma 3.1.
leT?~T=T*<Tand T < T?

= (AT)? ~ AT = (AT)? < AT and AT < (AT)?. (By antisymmetric property).

Hence AT is w-transitive.

Let (AT)" = [(tﬁ",t;f"ﬂ Let us consider that there exists indices 7,57 € {1,2,..n}
so that (62", 65") > (0,1). Then ("™ 63"y = (t, 45, ) AR U8 ) A A
<tﬁn—1hn’t;lé—1hn> > (0,1) for a few integers hg, hi, ho...,h, € {1,2,...,n} so that hy = i
and h, = j.

Then h, = hp for a and b (a < b) and (2, #2, ) > (0,1) = (t& tA )

ha a+17 haha+1 ha+1ha’ ha+1ha

A A _ /4A A A A _
<t2a+1ha+2 Z;La+1ha+2> >(0,1) = <tha+2ha+17t§la+2ha+1>’ s <thb—1hb’t/hb—1hb> >(0,1) =
<thbhb—1 ’ t/hbhb—1>
By applying the s-transitivity of IFM AQ we get

An  JAn\ _ ,An AN An JAn\ _ ,An AN
b thana) = <thahb’thahb> > <thbha’thbha> = (hoh o thoha)
which is not possible. ]

Theorem 3.5. Let T be any w-transitive and irreflexive IFM then T™ = ((0,1)).

Proof. Assume that (¢, %) > (0,1)
Then there exists [;, lo, ...,l,_1 such that
<t7/l17t;ll> /\ <t11127t21l2> /\ /\ <tln—lj’t;n,1j> > <O7 1>

Put lp =4 and [,, = j for some a and b such that (a < b)

= (tlala+17t;ala+1> VAN <tlala+17t2ala+1> > <0, 1>
= (t1,1,,1,;,) contradicts with fact that T is irreflexive. Therefore 7" = ({0, 1)). O
(0.6,0.2) (0.3,0.2)

Example 3.6. Let A= | (0.7,0.1) (0.4,0.3) |,
(0.5,0.2) {0.6,0.1)

(1.0,0.0) (0.6,0.1)
= ((0.6,0.1> (1.0,0.0>>

We assume T be a similarity matriz where <tij,t§j> denotes the degree.

Now, let
_((0.0,1.0) (0.0,1.0) . .
P= (<0.6, 0.1) (0.0,1.0) < T be nilpotent IFM by means of which we reduce A.
(0.3,0.2) (0.0,1.0)
AP = 1(0.4,0.3) (0.0,1.0)
(0.6,0.1) (0.0,1.0)
Hence A/JP = A & (AP)
(0.6,0.2) (0.3,0.2)
A/P=1(0.7,0.1) (0.4,0.3) |,
(0.0,1.0) (0.6,0.1)
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(0.6,0.2) (0.6,0.2) (0.6,0.2) (0.6,0.2)
(A/P)T = | (0.7,0.1) (0.6,0.1) |, AT = | (0.7,0.1) (0.6,0.1)
(0.6,0.1) (0.6,0.1) (0.6,0.1) (0.6,0.1)

= (A/P)T = AT
Theorem 3.7. Let T and S be w-transitive IFMs. If P is an n X n nilpotent IFM such
that P < T, then S(A//(S,P))T = SAT for any m x n matriz A.

155 Yij

and C' = [<cij,c§j>]mxn = SAT. Thus

Proof. Let the matrices B = [<b bl >]m><n ~ S(A//(S,P))T

m n m n
bl], b;] < \/ Sik N\ |ag ~ /\ /\ (Skf Nagg /\pgl) Ntij o,
k=11=1 f=1g=1
m n m n (6)
/\ /\ sie Vo lag ~— /\ /\ (skp Vs, V) || Vi >
k=11=1 f=1g=1
m n m n
(cijs i) = <\/ \ Gsin Aam Atig), \ \(sin V agy v tz])> (7)
h=11=1 h=11=1

Where P = [<pij7p;j>]n><n
we have to show, that B > C since B < (' and hence B < C. Assume that <bw, b2j>
(0,1) and <C¢j, c;j> > (0, 1) for some i, j. Then there exist hy and dy such that <sih0, Sih0> >

(0,1), <ah0d0,azod0> > (0,1) and <tdoj,t;l0j> > (0,1). Since <b1],bl]> = (0,1), we have
that

m n m n
< \/ \/ (Shof Nafg /\pgdo)’ /\ /\ (S;L()f N a/fg \/p;do)> > <ah0d07 a;zod0> >(0,1) (8)
f=1g=1 f=1g=1
Then we get, for a few f; and g, that <5hof175§10f1> > (0,1), <aflgl,a}1gl> > (0, 1),
(Pordor Pyya ) > (0.1) and (tg,a0,t), 4, ) > (0,1). Therefore (sif,, 517, ) > (0,1),(apg, 0, )
> (0, 1>,<tg1],t’gm> > (0,1) and <pgld07p’gldo> > (0,1). Since <b”,b;]> = (0,1), we have

m n m n
<\/ \ (spip Aagg Apggy), N\ /\<s}1fva;cgvp;gl>> > (agg, g, ) > (0,1). (9)

f=1g=1 f=1g=1
We have fy and gs such that <5f1f2,s’f f2> > (0,1), <af292,a}292> > (0,1),
<p92917p/gzgl> > <07 1> and <t92917 g2g1> > O 1> Therefore <81f2’ zf > > <0’ 1>7 <af292’a/ng2>
> (0,1), < 92],t112]> > (0,1) and <pgld0,pgldo> > (0, 1), continuing the process, we get

<S7:fn78{ifn> > (0,1), <afngn,a}ngn> > (0,1), <gn],t; ]> > (0,1) and <p;‘nd0,pg;d0> >
(0,1). This contradicts the fact that P is a nilpotent IFM. g
Corollary 3.8. Let T and P be w-transitive square IFMs of order n. If P is irreflexive
IFM and P < T, then

(A/P)T =~ AT (10)
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for any m x n matriz A

Corollary 3.9. Let T and S be w-transitive IFMs. If P is an nilpotent IFM of order n such
that P < S, then S(A//(P,T))T ~ SAT for any mxn matriz A. Let, S(A < (PA)) ~ SA
if T is the identity matriz of order n.

By applying Theorem 3.6 and Corollary 3.8 we find following corollaries which are very
important for the reduction of s-transitive IFMs.

Corollary 3.10. Let T and S be s-transitive IFMs. If P is nilpotent IFM of oder n such
that P < AT, then AS(A//(AS, P))AT ~ ASAAT for any m x n matriz A.

Corollary 3.11. Let T and S be s-transitive IFMs. If P is nilpotent IFM of oder m such
that P < AS, then AS(A//(P,AT))AT ~ ASAAT for any matriz A of oder m.

In previous Example if we look at (t;;,t;;) as a degree in which term t; has broader
meaning than the term ¢;. Implies that T is irreflexive, antisymmetric and w-transitive
IFM. For instance, we write as:

“(0.6,0.2) (0.3,0.2)
Example 3.12. Let A= [ (0.7,0.1) (0.4,0.3) |,
(0.5,0.2) (0.6,0.1)
T <<0.0,1.o> (0.2,0.5>>
-~ \{0.0,1.0) (0.0,1.0)
be irreflexive, antisymmetric and w-transitive IFM. Now, let
~ ((0.0,1.0) (0.8,0.1)
P= <<0.0,1.0) <o.0,1.0>) =T
be nilpotent IFM by using this matriz we can reduce matriz A by applying (10) .
(0.0,1.0) (0.6,0.2)
AP = |(0.0,1.0) (0.7,0.1)
(0.0,1.0) (0.5,0.2)

Hence A/P = A< (AP)

(0.6,0.2) (0.0,1.0)
A/P = [(0.7,0.1) (0.0,1.0) |,
(0.5,0.2) (0.6,0.1)
(0.0,1.0) (0.2,0.5) (0.0,1.0) (0.2,0.5)
(A/PT) = | (0.0,1.0) (0.2,0.5) |. AT = | (0.0,1.0) (0.2,0.5)
(0.0,1.0) (0.2,0.5) (0.0,1.0) (0.2,0.5)

= (A/P)T = AT

Theorem 3.13. Let m xn IFM A, S = A — AT is irreflexive and transitive, hence
nilpotent IFM.

n n
Proof. Let S = [<sij,s;j>]m><m, that is [<sij,s;j>] = (k/\l(aik - ajk),k\/l(agk - a;k». The
irreflexivity is obvious. - -
To prove S is max-min transitive IFM | let
(it A s13), (85 V 815)) > (8155 53;) = (0,1) for some 4,1, 5.
Then (s, 8;;) = ((ai — ajk), (aj;, — a.)) for some k,
((air — aix), (agy, — ap,)) > (sa,siy) > (0,1) and ((ax — ajr), (af, — afy)) > (sij, 57;) >
(0,1), i.e, (aik,ajy,) > (am,ap,) > (@i, aly). Thus ((sq — si7), (s — s3;)) > (s15.81;) =
(air, agp,) = ajn, @) = (aik, ajy,) — (aw, ay)) + Caw, ayy) — (aji, ) = (sit, sig) + (5155 55),
contradiction.
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Let A; be the i-th row of A. IfA; > Aj, i.e, (aiq, aly) > (ajq, a;-d) for any d=1,2,3...n, then
(sijs si;) > (0,1), Where (s;5,s;;) is the(i, j) entry of S = A — AT, (s, s;;) denotes, in
accordance to the definition of the operation — the strict preference of A; over A;. So, S
provides the pecking order of the rows of A. If A is a term-document matrix, S represents
the fuzzy strict preference amoung the terms. O

Theorem 3.14. Let R is irreflexive and w-transitive IFM, then (T/T)t ~ T

Proof. Let N = [(nij,nj)|nxn =T/T ,
n n
<nz'j7"'ij> = <tij7t;j> — <k\/1( ik Ntj), /\ (ti, V%)>

To prove N < T, suppose <tw, 7J]> (0 1> and <n”,n'k> > (0, 1) for some Kk,

1.e.,<nih1,nihl> > (0,1), <nh1h2>nh1h2> > (0, 1),...,<nhk71j,n’hk71j> > (0,1) for a few in-
dices hg = 14, hy,ho,...,hg_1, hi = j, which implies <tihl,t;h1> (0,1), <th1h27t%1h2> >
(0, 1),...,<thk71j,t§1k_1j> > (0,1). By w-transitivity of T, we get <tw,t”> > (0,1), a con-
tradiction, now we have to prove that, 7' < N*. By theorem 2.5, T and N is nilpotent,
since N <T. Assume that < ijs Z]> (0,1) and <n n; > =(0,1) = <nk n, > > (0,1)

75 75

for every k =1,2,...,n — 1. Since <nij,n;j> > (0,1).
We obtain <tih1,t;hl> > <t”,t;]> > (0,1), <th1j,t%1j> > (0,1) for some h; and conse-

quently <tz2],tg> > (0,1).

Now we have to prove that <nip,n;p> > (0,1) and <p],t1’0]> > (0,1) for a few p. If

(Mg, g, ) = (0,1) then (tiny, 6, ) > (Ling sty ) > (0,1), (thohys thon,) = (tings ty,) >

(0,1), for a few hy and consequently <t%,t;§’> > (0,1). Of course, <th2j,t;12j> > (0,1). If

<nih27n;h2> - <07 1)7 then <tih37t;h3> > <tlh27 {ih2> > <07 1>7 <th3h27t;13h2> Z <tih27t;h2> >

(0,1) for a few hs and consequently <tf‘],t;‘;> > (0,1). Of course, <th3]~,t'h3j> > (0,1).

By repeating the same process, we have <tz,t;?> > (0,1) which is impossible because

T is nilpotent. So we get <nihp,n;hp> > (0,1) and <thp,t’hpj> > (0,1) for a few p.

Since <nfj,n5> = (0,1),we obtain <nhpj,n’hpj> = (0,1) and consequently <thpk,t2pk> >

<thpjat/hpj> > (0,1), <tkj’t’ > > <t% j,t’2 > > (0,1). By repeating the above process , we

get (M, iy, My, 12> (0,1) for a few Iy and consequently <nd2,ngz> (0,1) (I = hy). B

continuing this procedure, we would have <nzl , zln> > (0,1), which contradicts the fact
that N is nilpotent. ]

Corollary 3.15. Let R is s-transitive, then (AT/AT)" ~ AT.

Theorem 3.16. If U be an w-transitive IFM of oder n and T be such that Ut ~ T. Then
T/T<U?<U=<T

Proof. By the given conditions, it follows that, since U¥ < U+, U* < T for k =1,2,3,...,n
In particular, we have U < T. Then we have show that T/T < U?. Let N = [<nij, n;J>] =

n
T/Tiie., <nij,n;j> - <t”,t;]> ¢ <\/ (b A i)y A (t;kvt;w)>

k=1 k=1
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Suppose that <nij,n;j> > (0,1) and so, <u:;,u;;r> > (0,1).
On the other side, we have for some h, 1 < h < n:

(gt gy ) A (Wt ) A e A (it ot g, ) = () = (s, ulf ) > (0,1)
for suitable indices Iy, s, ...,l,_1(h > 1),

Where [, =7 and [}, = j. <“ilh—1vu;lh,1> > (0,1)
from the w-transitivity of U and <“lh—1lh’“2h,1lh> ie.,
<u12],ug> > <uilh_1a“21h,1> A <“lh—1j’“;h,1j> > (0,1).
It has already proved that from UT = T [30], it follows that T/T < U < T while,

If T is an irreflexive and max-min transitive matrix, then 7/T < U < T implies U + =
UNU>AN... AU =T. O

Theorem 3.17. if T be irreflexive and w-transitive IFM and U be an IFM of oder n such
that T/T <U < T.Then Ut ~T.

Proof. Let

E<Gand F<H
(11)

It follows that

(EF) < (GH) (12)
for any n x n matrices E, F, G, H. By (10) we have
<eij,e;j> > (0,1) implies <gij,g§j> > (0,1) and <fij, Z’J> > (0,1) implies <hij,h§j> >
(0,1). Thus, if (<eik A frjre€l V f,gj>) > (0,1) for some k(i.e., the entry (i,j) of E o F is
positive). This is equivelent to (11).Then from R/R < U, we obtain (T/T)* < U for
all k, which means that (T/T)* < U™ implies T < Ut . On the other hand, using the

w-transitivity of T, we have U? < T? < T, U? < T? < T,U* < T? < T, and so on. Thus
Ut <T, O

3.1. Example. Consider irreflexive and w-transitive IFM, whose graph is depicted easily.

(0.0,1,0) (0.3,0.6) (0.5,0.4) (0.6,0.3)
~ | (0.0,1,0) (0.0,1,0) (0.4,0.5) (0.0,1,0) } . ..
T = (0.0,1,0) (0.0,1,0) (0.0,1,0) (0.0,1,0) Then reduction of T and its transitive
(0.0,1,0) (0.4,0.5) (0.8,0.1) (0.0,1,0)

FiGure 1. Matrix T
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closure are, are given below
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FIGURE 3. Matrix (T/T)"

4. CONCLUSION

In this paper, we have studied the properties of w-transitive and s-transitive intuition-
istic fuzzy matrices and their are applications like resolution of certain decision making
problem and design intuitionistic fuzzy controller. In future these properties can be ex-
tended to index matrices.
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